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4IR – Economic Impact

https://unctad.org/en/pages/PublicationWebflyer.aspx?publicationid=2466 



Democratized Digital Platforms 
Powering 4IR

Cloud

Social

Big data

Mobility IoT

Artificial Intelligence

Internet Enabled 

– Digital 

Resiliency

ISO 17788:2014: 
• Broad network access

• Measured service.

• Multi-tenancy.

• On-demand self-service

• Rapid elasticity and scalability.

• Resource pooling.Hyperscale Commercial



Cloud

Social

Big data
Mobility

Mobility

IoT

AI



Data + 

intelligence

Optimize 

operations

Transform 

products

Engage 

customers

Empower  

employees

Data + AI

More 

Geo 

Coverage

Lower 

Fairs

Faster 

Pickups

Less Driver 

Downtimes

More 

Drivers

More 

Demand

“Platform Revolution”, G.G.Parker et al, WW Norton & Co.
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2020

ZETTABYTES

OF DATA

4.4
2013

0.16
2006

1  ZETTABYTE =  1  B  TERABYTES

“Data creates opportunity. It's the oil of the 21st century. 

Whoever has the right data will ultimately win.”

Peter Sondergaard, senior vice president of Global Research at Gartner

https://www.nyse.com/network/article/Gartner-Whats-Next

https://www.nyse.com/network/article/Gartner-Whats-Next


BIG DATA

AI

Predictive & Prescriptive 

Analytics

They are different – but linked!

Data Science
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Data 
Science 
Skills

Data analytics:

Refers to qualitative and quantitative techniques and processes used to 
enhance productivity and business gain.

Descriptive

(What 

happened?).

Diagnostic.

(Why it 

happened?)

Predictive.

(What will 

happen)

Prescriptive. 

(What action to 

take?)

Cognitive (what 

action/decision 

if circumstances 

change?)



Data Scientist is in High Demand

https://www.glassdoor.com/List/Best-Jobs-in-America-LST_KQ0,20.htm

Wikipedia 2015 
https://en.wikipedia.org/wiki/Data_science

Data Science is the extraction of 

knowledge from large volumes of data 

that are structured or unstructured.

Wikipedia 21-02-2017 
https://en.wikipedia.org/wiki/Data_scienc

e

Data science, also known as data-driven 

science, is an interdisciplinary field about 

scientific methods, processes and systems 

to extract knowledge or insights from 

data in various forms, either structured or 

unstructured, similar to Knowledge 

Discovery in Databases (KDD).

Big Data was a Hype

Big Data no longer a Hype



General consensus of Data Science
Data Science still evolving (http://datascience.nyu.edu/what-is-data-science/ ) 

http://datascience.nyu.edu/what-is-data-science/

• Applied Field, Multi-disciplinary, Science and Mathematics based.

• “data scientist is a person who is better at statistics than any programmer and better at 
programming than any statistician.” 

http://datascience.nyu.edu/what-is-data-science/


Data Science Activities – industry / practitioner view

https://azure.microsoft.com/en-

us/resources/videos/data-science-for-

beginners-series-the-5-questions-data-

science-answers/

Primary goal: To answer 5 types of questions 

using data – but to achieve and benefit from this, 

they also need to:

• Prepare data to answer the 5 questions 

(Data Engineering, Feature Engineering).

• To extract value on the answers from these 5 

question (operationalizing data):

• Predicting and forecasting.

• AI/Intelligence/Cognitive applications.

https://sec.ch9.ms/ch9/ae0a/153986cb-3d94-47cc-b863-fe623b39ae0a/DataScienceForBeginners5QuestionsDataScienceCanAn_high.mp4


Is it A or B?

e.g Will the HDD fail 

next month? Yes/No.  

How much/how 

many? 

e.g. what is the 

temperature next 

Tuesday?

Which option? 

e.g. do the car stop or 

go on an orange 

light.

Is it weird? 

e.g. Fraud Detection.

Which groups? e.g. 

which viewers like the 

same type of movie.

Reinforcement 
Learning

Machine Learning algorithms are used in Advanced Analytics by Data Scientists.

(Forecasting)



Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted Decision 
Trees.

• Two-Class Decision Forest.

• Two-Class Neural Network.

• Two-Class [Locally-Deep] SVM

• K-Nearest Neighbors.

Regression, Forecasting (How 
many)

• Linear regression.

• Boosted Decision Tree 
Regression.

• Forest regression.

• NN Regression.

• ARIMA

• K-Nearest Neighbors.

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical Agglomerative 
Clustering.

• Recommenders.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Feature interpretation.

• Tuning/Sweeping Model Parameters.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Standard Error (ARMA).

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Regularization.

• Tuning/Sweeping Model Parameters.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)





Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted 
Decision Trees.

• Two-Class Decision 
Forest.

• Two-Class Neural 
Network.

• Two-Class [Locally-
Deep] SVM

Regression, Forecasting (How 
many)

• Linear regression.

• Boosted Decision Tree 
Regression.

• Forest regression.

• NN Regression.

• ARIMA

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical 
Agglomerative 
Clustering.

• Recommenders.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Feature interpretation.

• Sweeping Model Parameters.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Standard Error (ARMA).

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Regularization.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)





Doesn’t have to be answered 
with a name or a number

Must be answered with a 
name/category or a number.



Is it A or B?

e.g Will the HDD fail 

next month? Yes/No.  

How much/how 

many? 

e.g. what is the 

temperature next 

Tuesday?

Which option? 

e.g. do the car stop or 

go on an orange 

light.

Is it weird? 

e.g. Fraud Detection.

Which groups? e.g. 

which viewers like the 

same type of movie.

Reinforcement 
Learning(Forecasting)





Date DowJ NQDXUSBT Asia sales

Date Product Market share

Date MYR SGD First year users

Date Dow Jones Nikkei

Date My stock price

HTML

JSON

Database

Exel
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Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted 
Decision Trees.

• Two-Class Decision 
Forest.

• Two-Class Neural 
Network.

• Two-Class [Locally-
Deep] SVM

Regression (How many)

• Linear regression.

• Boosted Decision 
Tree Regression.

• Forest regression.

• Neural Network 
Regression.

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical 
Agglomerative 
Clustering.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)





Date
$











Stoc

k 

price

Date Day of 

week

P-

score

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 5/18 2/15

58.8 “05/22” “Wed” “H” 17,289 3.2M 5/19 2/15

56.9 “5-23” “Thu” 17,115 2.1M 2120 5/20 2/15

57.4 “5/24” “Fri” 17,278 2.8M 2901 5/21 2/15





Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted 
Decision Trees.

• Two-Class Decision 
Forest.

• Two-Class Neural 
Network.

• Two-Class [Locally-
Deep] SVM

Regression (How many)

• Linear regression.

• Boosted Decision 
Tree Regression.

• Forest regression.

• Neural Network 
Regression.

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical 
Agglomerative 
Clustering.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)



Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “05/22” “Wed” 17,289 3.2M “5/19” “2/16”

56.9 “5-23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”

Stoc

k 

price

Date Day of 

week

P-

score

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “05/22” “Wed” “H” 17,289 3.2M “5/19” “2/16”

56.9 “5-23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”

Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “05/22” “Wed” 17,289 3.2M 2742 (av) “5/19” “2/16”

56.9 “5-23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”

Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “5/22” “Wed” 17,289 3.2M 2742 (av) “5/19” “2/16”

56.9 “5/23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”

Stoc

k 

price

Date Day of 

week

P-

score

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “05/22” “Wed” “H” 17,289 3.2M “5/19” “2/16”

56.9 “5-23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”



Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3 “5/21” “Tue” 17,245 2.6M 2647 “5/18” “2/15”

58.8 “5/22” “Wed” 17,289 3.2M 2742 “5/19” “2/16”

56.9 “5/23” “Thu” 17,115 2.1M 2120 “5/20” “2/17”

57.4 “5/24” “Fri” 17,278 2.8M 2901 “5/21” “2/18”

Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3
1558396800000

“Tue” 17,245 2.6M 2647
1558137600000 1550188800000

58.8
1558483200000

“Wed” 17,289 3.2M 2742
1558224000000 1550275200000

56.9
1558569600000

“Thu” 17,115 2.1M 2120
1558310400000 1550361600000

57.4
1558656000000

“Fri” 17,278 2.8M 2901
1558396800000 1550448000000

Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3
1558396800000

C(Tue) 17,245 2.6M 2647
1558137600000 1550188800000

58.8
1558483200000

C(Wed) 17,289 3.2M 2742
1558224000000 1550275200000

56.9
1558569600000

C(Thu) 17,115 2.1M 2120
1558310400000 1550361600000

57.4
1558656000000

C(Fri) 17,278 2.8M 2901
1558396800000 1550448000000



Stock 

price

Date Day of 

week

Dow 

Jones

Last 

month 

sales 

Last 

quarter 

sales

Market 

share

New

users 

last 

month

New 

users

last 

quarter

Days 

since 

press 

release

Days 

since

product

release

Total 

users

57.3
1558396800

000 C(Tue) 17245 68.8M 211.2M 23.1% 63,522 195,322 3 96 2.49M

58.8
1558483200

000 C(Wed) 17289 68.8M 211.2M 23.1% 63,522 195,322 4 97 2.49M

56.9
1558569600

000 C(Thu) 17115 68.8M 211.2M 23.1% 63,522 195,322 5 98 2.49M

57.4
1558656000

000 C(Fri) 17278 68.8M 211.2M 23.1% 63,522 195,322 6 99 2.49M

Stoc

k 

price

Date Day of 

week

Dow 

Jones

Daily 

Sales

New

users

Date Last 

Press 

Release

Date Last 

Product 

Release

57.3
1558396800000

C(Tue) 17,245 2.6M 2647
1558137600000 1550188800000

58.8
1558483200000

C(Wed) 17,289 3.2M 2742
1558224000000 1550275200000

56.9
1558569600000

C(Thu) 17,115 2.1M 2120
1558310400000 1550361600000

57.4
1558656000000

C(Fri) 17,278 2.8M 2901
1558396800000 1550448000000



Stock 

price

Date Day of 

week

Dow 

Jones

Last 

mont

h 

sales 

Last 

quarter 

sales

Market 

share

New

users 

last 

month

New 

users

last 

quarter

Days 

since 

press 

release

Days 

since

product

release

Total 

users

57.3
C(15583968

00000) C(Tue) 0.7945 0.7621 0.7816 0.231 0.6923 0.74901 0.3 0.480 0.7328

58.8
C(15584832

00000) C(Wed) 0.7213 0.7621 0.7816 0.231 0.6923 0.74901 0.4 0.485 0.7328

56.9
C(15585696

00000) C(Thu) 0.6980 0.7621 0.7816 0.231 0.6923 0.74901 0.5 0.490 0.7328

57.4
C(15586560

00000) C(Fri) 0.8369 0.7621 0.7816 0.231 0.6923 0.74901 0.6 0.495 0.7328

Stock 

price

Date Day of 

week

Dow 

Jones

Last 

month 

sales 

Last 

quarter 

sales

Market 

share

New

users 

last 

month

New 

users

last 

quarter

Days 

since 

press 

release

Days 

since

product

release

Total 

users

57.3
1558396800

000 C(Tue) 17245 68.8M 211.2M 23.1% 63,522 195,322 3 96 2.49M

58.8
1558483200

000 C(Wed) 17289 68.8M 211.2M 23.1% 63,522 195,322 4 97 2.49M

56.9
1558569600

000 C(Thu) 17115 68.8M 211.2M 23.1% 63,522 195,322 5 98 2.49M

57.4
1558656000

000 C(Fri) 17278 68.8M 211.2M 23.1% 63,522 195,322 6 99 2.49M





Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted 
Decision Trees.

• Two-Class Decision 
Forest.

• Two-Class Neural 
Network.

• Two-Class [Locally-
Deep] SVM

Regression (How many)

• Linear regression.

• Boosted Decision 
Tree Regression.

• Forest regression.

• Neural Network 
Regression.

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical 
Agglomerative 
Clustering.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)



What is the 
stock price 
tomorrow?

Regression (How many)

• Linear regression?

• Boosted Decision Tree Regression?

• Forest regression?

• Neural Network Regression.?

Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation



Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment

Classification (A or B)

• Logistic regression.

• Two-Class Boosted 
Decision Trees.

• Two-Class Decision 
Forest.

• Two-Class Neural 
Network.

• Two-Class [Locally-
Deep] SVM

Regression (How many)

• Linear regression.

• Boosted Decision 
Tree Regression.

• Forest regression.

• Neural Network 
Regression.

Neural Net (Reinforcement 
Learning)

Clustering (Which Group)

• K-Means.

• Hierarchical 
Agglomerative 
Clustering.

Classification (A or B)

• Accuracy.

• AOC.

• Confusion matrix.

• Recall.

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Regression (How many)

• Root Mean Square Error.

• Coefficient of determination.

• Residual Visualization:

• Time series plots of actual 
versus predicted.

• Box-Plot

• Time series plots of residuals 
(line, histograms) .

• Cross validation.

• Nested cross validation to tune 
parameters.

• Comparison between models.

Clustering (Which Group)

• Maximal distance to cluster center.

• Principal Component Analysis (PCA)







Business 

Understanding

Data 

Understanding

Data 

Preparation
Modeling Evaluation Deployment





Data Science Team for Advanced Analytics - Challenges

Data 
Science Team

Data 
Engineering

Math/Stats 
Algorithms

Application 
Development

Business 
Acumen

Data 
Management

Data 

Dividend

• Different types of skills.

• Number of highly skilled professionals.

• Takes a long time.IT 
Platform 

Management



Understanding the role of Mathematics

Machine Learning

• Supervised learning.

• Unsupervised learning.

• Reinforced learning

• Given data x1, x2, …., xt-1 predict xt

• Or P(xt | x1, x2, …., xt-1)

Selection or combining following mathematical modelling:

• Latent variable models (e.g. factor analysis, K-means etc).

• EM algorithms (ML estimation).

• Modelling time series.

• Nonlinear, factorial models & hierarchical models.

• Graphical models.

• Basis of this is Bayes rule





• Went viral : 50 Million Users in 7 Days, 1.2M users/hour.







Democratizing Data Science

Data 
Science Professional

Data 
Engineering

Math/Stats 
Algorithms

Application 
Development

Business 
Acumen

Data 
Management

Data 

Dividend

IT 
Platform 

Management

Data Dividend at 

lower cost and 

faster turn-

around





https://studio.azureml.net

https://1drv.ms/u/s!Ah-e-4zJ5AEccalhapMEb_ePMvA?e=THbNey

https://studio.azureml.net/
https://1drv.ms/u/s!Ah-e-4zJ5AEccalhapMEb_ePMvA?e=THbNey


https://1drv.ms/u/s!AscnSCoIDa9fdN5eMWqpmz

b7USM?e=d1eob3

Lab.zip

https://1drv.ms/u/s!AscnSCoIDa9fdN5eMWqpmzb7USM?e=d1eob3


Microsoft AI:  
Amplifying Human 
Ingenuity
to empower every person and
every organization on the
planet to achieve more
(watch)

Dr Dzahar Mansor

National Technology Officer

Microsoft Malaysia

dmansor@microsoft.com

www.linkedin.com/in/dzahar-mansor

https://youtu.be/NDmu7Z5NPXo

